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Abstract
Recently we are witnessing an increasing amount
of artistic application of Deep Learning techniques:
so far, the research focused mainly in image cre-
ation (see, e.g., the very popular Image Style Trans-
fer [Gatys et al., 2016]), probably due to the suc-
cess of Convolutional Neural Networks for image
manipulation, but there are growing areas of re-
search devoted to other applications.
In this paper, we deal with the generation of new
songs, based on the style of a specific artist (in our
case, a band (we probably should say ‘the’ band):
the Beatles. The generation of a new song requires
the generation of several parts that, needless to say,
should play along well in order to have a nice song:
the first elements are, obviously, music and lyrics
and later there are the musical arrangement, the mu-
sical instruments and, last but not least, the singing.
In the following we discuss the first step of our
long term project, aimed at the generation of new
Beatles’ song: in particular, this step is focused on
lyrics generation, and it is based on a Transformer
architecture, using a pre-trained model of 345 mil-
lions parameters. Our results are promising: de-
spite the relatively small size of the network used,
we had some songs that can be considered nice,
although others were definitely ugly. Our code is
freely available on Github.

1 Introduction
The very last years have seen the rise of ubiquitous Deep
Learning approaches for solving a variety of tasks, including
artistic ones: we mention the popular Image Style Transfer
By Garys, Ecker and Bethge [Gatys et al., 2016], that showed
how to use feature representations from Convolutional Neural
Networks (CNNs) to transfer image style between arbitrary
images. Lecoutre et al. [Lecoutre et al., 2017] used CNNs
to recognize the art style of paintings. These results should
not be surprising, since in some sense the artistic style of a
painter is something that even a pigeon can recognize, as in
the famous experiment by Watanabe et al. [Watanabe et al.,
1995], where pigeons were able to distinguish paintings by
Monet and Picasso.

Here we deal with the problem of the generation of new
songs, based on the style of a specific artist that, in our case,
is probably the world’s most iconic music band: the Beatles.
The generation of a new song requires the generation of sev-
eral parts that, needless to say, should play along well in order
to have a nice song: the first elements are, obviously, music
(both harmony and melody) and lyrics and later there are the
musical arrangement, the musical instruments and, last but
not least, the singing.

In this paper we discuss the first step of our project aimed,
as already mentioned, at the generation of new Beatles’ song:
in particular, this step is focused on lyrics generation, and it is
based on a Transformer architecture [Vaswani et al., ], using
a pre-trained model of 345 millions parameters. Our results
are promising and our code is available on Github.

2 Related work
There are several approaches for music generation using
Deep Learning techniques, we refer the interested reader to
the surveys of Briot and Pachet [Briot e Pachet, 2020] and
Briot et al. [Briot et al., 2017].

Since we focus on lyrics, the aim of this research is to gen-
erate text that follows some kind of guide lines (i.e., it should
be similar to lyrics) having just a few of samples. The neural
networks for sequence to sequence generation are a field very
active in the recent years.

Even if our approach seems to be promising it can’t com-
pete with the computing brute force of the recent approaches.
Indeed, since the introduction of the Transformer architec-
ture in [Vaswani et al., 2017], the size of the natural lan-
guage models seems to increase at least twice a year. From
the first implementation of BERT in [Devlin et al., 2019] and
GPT in [Radford et al., 2018], each actor in the field tried
to expand the capabilities of the models increasing their size
more and more. The first model to start the increasing trend
was, indeed, GPT [Radford et al., 2018] with 110M param-
eters, then Google released BERT [Devlin et al., 2019] fol-
lowed, 4 months later, by Open-AI GPT-2, presented in [Rad-
ford et al., 2019] with 1.5B of parameters. Six months later
NVIDIA joined to this field of research presenting Mega-
tronML in [Shoeybi et al., 2019] with 8.3B parameters, and
after more six months also Microsoft presented a transformer-
based model in [Inc., 2020 accessed October 1 2020] with
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Figure 1: Text generator definition

17B parameters. Actually the largest model is M6, devel-
oped by Alibaba DAMO Academy (i.e., the R&D branch of
Alibaba): a large multimodal, multitasking language model
with 10 trillion parameters.

3 Our approach

The goal of the project is to generate new Beatles’ songs, us-
ing as training set the songs actually recorded by Beatles.
In this paper, as we mentioned, we focus on the lyrics. We
want to use recent techniques of sequence to sequence neu-
ral networks that has reached state of the art results but, at
the same, time, we would like to test the effectiveness of rel-
atively small models. Indeed, the recent models published
by OpenAI, called GPT-2, seem to be aligned to our goal:
even if the full trained model has not been released, we opted
to use a smaller model called 345M, which is the dimension
of the parameters in the neural network. This model should
have results not as good as the full-sized model, but it should
be enough to create a proof of concept with some interesting
results.

3.1 Data collection & source(s)

The train dataset used in this project consists in all the songs
recorded by Beatles. We used the Genius API (https://docs.
genius.com/) to retrieve all the lyrics. The entries are all
stored in local to be analysed and preprocessed.

All the lyrics are inserted in a single collection. So they
are compared, one by one, by title to remove clear duplicates.
Then the lyrics are analyzed by some metrics (for instance
the length) to remove instrumental songs. The lyrics obtained
after the preprocessing are 380.

Since that the songs recorded by Beatles are just 150 (in-
cluding instrumentals), then it means that we have many du-
plicates or text that is not a lyric. Taking some samples, it
seems that there are some entries that are not songs, but facts
about songs and Beatles in general. Since we are using a pre-
trained neural network we decided, for this test, to leave this
texts in the dataset, to be used for the training as well. The
noise given by these data should impact only on the layout of
the response, as we will see in the results.

3.2 Models & Methods
As mentioned before, we used the GPT-2[Radford
et al., ] neural network, based on the Transformer
architecture[Vaswani et al., ]. Using the technique of
transfer learning we used a pre-trained model of 345 millions
parameters, downloaded from https://huggingface.co/. Then
we refined the model using the dataset we created.

The resulting model should create samples based both on
the content and the layout of the train dataset, even if still
using the knowledge represented in the 345M model.

3.3 Software/Hardware Toolkit
We used the virtual environment provided by Google on their
servers, called Google Colaboratory (also known as Colab).
This environment provides jupyter notebooks with GPU sup-
port and Tensorflow already installed. We also used a fork
of the official implementation of GPT-2 provided at https:
//github.com/Tenoke/gpt-2.git which includes the feature of
refine training of a model.

4 Results
In Figure 1 it is shown the code of the main method for the
text generator definition; in particular we can see that it takes
three parameters: the first one is the maximum length of the
lyric, the other two are temperature and top_k. The first one,
temperature, it is the temperature of Boltzmann distribution
to scale the probabilities of the next words; if it is close to
0, the model will become deterministic, repeating always the
same words; higher temperature results in more random com-
pletions.

The other parameter, top_k, chooses between the most
probable K next words; if it is equal to zero it means all the
words can be considered. If we choose a low value of top_k
we might loop in the same small set of words, whilst a high
value lead to words that are out of topic, as seen in Figure 3.

All our code is available at https://github.com/
paolofantozzi, it runs in the Google Colab environment
so feel free to use it to generate new lyrics from your favorite
artist (you only need to change the query to the lyrics
database Genius).

In Figure 2 it is possible to see an example of a lyric gen-
erated by the approach described. Since we are in an artistic
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Love of my life
[Lyrics]
[Verse 1]
Nothing can come between us
When it gets dark I tow your heart away
Never thought of act of love I’ve ever known

[Chorus]
For if my love had lasted a day
We might have broken down
If we’d seen each other before

[Verse 2]
I can’t forget the time or place
Where we just met, she’s just the girl for me
And I want all the world to see we’ve met
Mmm-mmm-mmm-da-da

[Chorus]
Love of my life

[Verse 3]
Nothing can come between us
When it gets dark I tow your heart away
Never thought of act of love I’ve ever known

[Chorus]
For if my love had lasted a day
We might have broken down
If we’d seen each other before

[Verse 4]
I can’t forget the time or place
Where we just met, she’s just the girl for me
And I want all the world to see we’ve met
Mmm-mmm-da-da-da

[Chorus]
Love of my life

[Verse 5]
I can’t forget the time or place
Where we just met, she’s just the girl for me
And I want all the world to see we’ve met
Mmm-mmm-da-da-da

[Chorus]
For if my love had lasted a day
She would never have said a word
To me, she’s just the girl for me
Just the thing that makes me tick
I think of her almost all the time

[Verse 6]
It’s just a feeling in my heart
Like an ocean of tears waiting to be lit
Till I find the one I really love
And I want all the world to see we’ve met
Just the thing that makes me tick
Oh-oh-oh-oh

Figure 2: An example of a lyric generated

field, it is indeed difficult to measure the quality of the ob-
tained result. The song shown in Figure 2 is one of the many
that, to our personal judgment, looked like a reasonable lyric,
even if others might disagree. We had many results that are
definitely ugly (we do not report them for the lack of space
and because they are ugly).

5 Conclusion
In this paper we briefly presented an approach to generate
new lyrics learning the artistic style of an artist or a band. The
approach is based on sequence to sequence neural networks,
that is a research area in which, in the last years, there has
been a race for the largest model, a race in which nowadays
only few players can compete, due to the scale of resources
needed.

Our question, and our experiment, is whether can we ob-
tain interesting results using small scale pre-trained neural
networks, such as the ones freely available from Hugging
Face (https://huggingface.co/). Our code is freely available
and can be used to generate lyrics of your favourite artist,
simply by changing the query to the lyrics database Genius
(https://genius.com/).

Ideally, this simple tool can be used also by lyrics writers,
that after training it with their own lyrics, can have an assis-
tant to help them in the writing process: thus, it can be an
example of augmented creativity application. Indeed, as we
mentioned, we had both nice and ugly results; a professional
lyric writer can generate many of them and then mix, adapt,
rewrite and change up to his own requirements.

Our next step will be devoted to the development of music
(both harmony and melody). The road to a new Beatles’ song
is a long one.
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